1、4.23 Trials are performed in sequence. If the last two trials were successes, then the next trial is a success with probability 0.8; otherwise the next trial is a success with probability 0.5. In the long run, what proportion of trials are successes?

2、4.24 Consider three urns, one colored red, one white, and one blue. The red urn contains 1 red and 4 blue balls; the white urn contains 3 white balls, 2 red balls, and 2 blue balls; the blue urn contains 4 white balls, 3 red balls, and 2 blue balls. At the initial stage, a ball is randomly selected from the red urn and then returned to that urn. At every subsequent stage, a ball is randomly selected from the urn whose color is the same as that of the ball previously selected and is then returned to that urn. In the long run, what proportion of the selected balls are red? What proportion are white? What proportion are blue?

3、4.32 Each of two switches is either on or off during a day. On day n, each switch will independently be on with probability [1+#of on switches during day n-1]/4. For instance, if both switches are on during day n-1, then each will independently be on during day n with probability3/4. What fraction of days are both switches on? What fractions are both off?

5、4.44 Suppose that a population consists of a fixed number, say, m, of genes in any generation. Each gene is one of two possible genetic types. If any generation has exactly i (of its m) genes being type 1, then the next generation will have j type 1 genes with probability 
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. Let Xn denote the number of type 1 genes in the nth generation, and assume that X0 = i.

(a) Find E[Xn]

(b) What is the probability that eventually all the genes will be type 1?

6、4.47 Let {Xn, n >=0} denote an ergodic Markov chain with limiting probabilities ri. Define the process {Yn, n>=1} by Yn = {Xn-1，Xn}. That is , Yn keeps track of the last two states of the original chain. Is {Yn} a Markov chain? If so, determine its transition probabilities and find 
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7、4.54 M balls are distributed between two urns, and at each time point one of the balls is chosen at random and is then removed from its urn and placed in the other one. Let Xn denote the number of balls in urn 1 after the nth switch and let un=E[Xn]. Find un+1 as a function of un.
8、4.5.1 Consider a gambler who at each play of the game has probability p of winning one unit and probability q = 1-p of losing one unit. Assuming that successive plays of the game are independent, what is the probability that, starting with i units, the gambler’s fortune will reach N before reaching 0?
9、4.57 A particle moves among n+1 vertices that are situated on a circle in the following manner. At each step it moves one step either in the clockwise direction with probability p or in the counterclockwise direction with probability q = 1-p. Starting at a specified state, call it state 0, let T be the time of the first return to state 0. Find the probability that all states have been visited by time T.
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