eg 5.10 Suppose that customers are in line to receive service that is provided sequentially by a server: whenever a server is completed, the next person in line enters the service facility. However, each waiting customer will only wait an exponentially distributed time with rate θ;if its service has not yet begun by this time then it will immediately depart the system. These exponential times, one for each waiting customer, are independent. In addition, the service times are independent exponential random variables with rate μ. Suppose that someone is presently being served and consider the person who is nth in line.

a) Find Pn, the probability that this customer is eventually served.

1、 5.12 If Xi, i = 1,2,3 are independent exponential random variables with rates 
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, find 1) P(X1<X2<X3)
2、5.20 Consider a two-server system in which a customer is served first by server 1, then by server 2, and then departs. The service times at server i are exponential random variables with rates 
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, i = 1,2. When you arrive, you find server 1 free and two customers at server 2——customer A in service and customer B waiting in line.
(a) Find PA, the probability that A is still in service when you move over to server 2.

(b) Find PB, the probability that B is still in the system when you move over to server 2.

© Find E[T], where T is the time that you spend in the system.

3、5.24 There are 2 servers available to process n jobs. Initially, each server begins work on a job. Whenever a server completes work on a job, that job leaves the system and the server begins processing a new job(provided there are still jobs waiting to be processed). Let T denote the time until all jobs have been processed. If the time that it takes server i to process a job is exponentially distributed with rate 
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, find E[T] and var(T).

4、5.30 The lifetimes of A’s dog and cat are independent exponential random variables with respective rates 
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and 
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. One of them has just died. Find the expected additional lifetime of the other pet.

5、5.31 A doctor has scheduled two appointments, one at 1 pm, and the other at 1:30 pm. The amounts of time that appointments last are independent exponential random variables with mean 30 minutes. Assuming that both patients are on time, find the expected amount of time that the 1:30 appointment spends at the doctor’s office.

7、5.42 Let {N(t), t>=0} be a Poisson process with rate 
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. Let Sn denote the time of the nth event. Find

(a) E[S4]

(b)E[S4|N(1)=2]

(c)E[N(4)-N(2)|N(1)=3]

8、5.45 Let {N(t),t>=0} be a Poisson process with rate 
[image: image7.wmf]l

, that is independent of the nonnegative random variable T with mean 
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and variance 
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. Find (a) Cov(T, N(T)), (b) Var(N(T))
9、5.47 Consider a two-server parallel queuing system where customers arrive according to a Poisson process with rate 
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, and where the service times are exponential with rate 
[image: image11.wmf]m

. Moreover, suppose that arrivals finding both servers busy immediately depart without receiving any service (such a customer is said to be lost), whereas those finding at least one free server immediately enter service and then depart when their service is completed.

(a) If both servers are presently busy, find the expected time until the next customer enters the system.

(b) Starting empty, find the expected time until both servers are busy.

10、5.49 Events occur according to a Poisson process with rate 
[image: image12.wmf]l

. Each time an event occur, we must decide whether or not to stop, with our objective being to stop at the last event to occur prior to some specified time T, where T>1/
[image: image13.wmf]l

. That is , if an event occurs at time t, 0<=t<=T, and we decide to stop, then we win if there are no additional events by time T, and we lose otherwise. If we do not stop when an event occurs and no additional events occur by time T, then we lose. Also, if no events occur by time T, then we lose. Consider the strategy that stops at the first event to occur after some fixed time s, 0<=s<=T.

(a) using this strategy, what is the probability of winning?

(b) What value of s maximizes the probability of winning?

(c) Show that one's probability of winning when using the preceding strategy with value of s specified in part (b) is 1/e.

11、5.53 The water level of a certain reservoir is depleted at a constant rate of 1000 units daily. The reservoir is refilled by randomly occurring rainfalls. Rainfalls occur according to a Poisson process with rate 0.2 per day. The amount of water added to the reservoir by a rainfall is 5000 units with probability 0.8 or 8000 units with probability 0.2. The present water level is just slightly below 5000 units.
(a) What is the probability the reservoir will be empty after five days?

(b) What is the probability the reservoir will be empty sometime within the next ten days.

13、5.86 In good years, storms occur according to a Poisson process with rate 3 per unit time, while in other years they occur according to a Poison process with rate 5 per unit time. Suppose next year will be a good year with probability 0.3. Let N(t) denote the number of storms during the first t time units of next year.

(a) Find P{N(t) =n}

(b) Is {N(t)} a Poisson process?

(c) Does {N(t)} have stationary increments? Why or why not?

(d) Does it have independent increments? Why or why not?

(e) If next year starts off with three storms by time t = 1, what is the conditional probability it is a good year?

14、5.87 Determine Cov[X(t), X(t+s)] when {X(t), t>=0} is a compound Poisson process.
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